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Biased Aggregation, Rollout, and

Enhanced Policy Improvement for Reinforcement Learning†

Dimitri P. Bertsekas‡

We propose a new aggregation framework for approximate dynamic programming, which provides a

connection with rollout algorithms, approximate policy iteration, and other single and multistep lookahead

methods. The central novel characteristic is the use of a bias function V of the state, which biases the values

of the aggregate cost function towards their correct levels. The classical aggregation framework is obtained

when V ≡ 0, but our scheme works best when V is a known reasonably good approximation to the optimal

cost function J*.

When V is equal to the cost function Jµ of some known policy µ and there is only one aggregate state,

our scheme is equivalent to the rollout algorithm based on µ (i.e., the result of a single policy improvement

starting with the policy µ). When V = Jµ and there are multiple aggregate states, our aggregation approach

can be used as a more powerful form of improvement of µ. Thus, when combined with an approximate

policy evaluation scheme, our approach can form the basis for a new and enhanced form of approximate

policy iteration.

When V is a generic bias function, our scheme is equivalent to approximation in value space with

lookahead function equal to V plus a local correction within each aggregate state. The local correction levels

are obtained by solving a low-dimensional aggregate DP problem, yielding an arbitrarily close approximation

to J*, when the number of aggregate states is sufficiently large. Except for the bias function, the aggregate

DP problem is similar to the one of the classical aggregation framework, and its algorithmic solution by

simulation or other methods is nearly identical to one for classical aggregation, assuming values of V are

available when needed.

† An abbreviated version of this paper was included as Section 6.5 in the author’s book “Reinforcement Learning

and Optimal Control;” [Ber19].

‡ The author is with the Dept. of Electr. Engineering and Comp. Science, and the Laboratory for Information and

Decision Systems (LIDS), M.I.T., Cambridge, Mass., 02139. Thanks are due to John Tsitsiklis for helpful comments.
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1. INTRODUCTION

We introduce an extension of the classical aggregation framework for approximate dynamic programming (DP

for short). We will focus on the standard discounted infinite horizon problem with state space S = {1, . . . , n},

although the ideas apply more broadly. State transitions (i, j), i, j ∈ S, under control u occur at discrete

times according to transition probabilities pij(u), and generate a cost αkg(i, u, j) at time k, where α ∈ (0, 1)

is the discount factor. We consider deterministic stationary policies µ such that for each i, µ(i) is a control

that belongs to a finite constraint set U(i). We denote by Jµ(i) the total discounted expected cost of µ over

an infinite number of stages starting from state i, and by J*(i) the minimal value of Jµ(i) over all µ. We

denote by Jµ and J* the n-dimensional vectors that have components Jµ(i) and J*(i), i ∈ S, respectively.

As is well known, Jµ is the unique solution of the Bellman equation for policy µ:

Jµ(i) =

n
∑

j=1

pij
(

µ(i)
)

(

g
(

i, µ(i), j
)

+ αJµ(j)
)

, i ∈ S, (1.1)

while J* is the unique solution of the Bellman equation

J*(i) = min
u∈U(i)

n
∑

j=1

pij(u)
(

g(i, u, j) + αJ*(j)
)

, i ∈ S. (1.2)

Aggregation can be viewed as a problem approximation approach: we approximate the original problem

with a related “aggregate” problem, which we solve exactly by some form of DP. We thus obtain a policy

that is optimal for the aggregate problem but is suboptimal for the original. In the present paper we will

extend this framework so that it can be used more flexibly and more broadly. The key idea is to enhance

aggregation with prior knowledge, which may be obtained using any approximate DP technique, possibly

unrelated to aggregation.

Our point of departure is the classical aggregation framework that is discussed in the author’s two-

volume textbook [Ber12], [Ber17] (Section 6.2.3 of Vol. I, and Sections 6.1.3 and 6.4 of Vol. II). This framework

is itself a formalization of earlier aggregation ideas, which originated in scientific computation and operations

research (see for example Bean, Birge, and Smith [BBS87], Chatelin and Miranker [ChM82], Douglas and

Douglas [DoD93], Mendelssohn [Men82], Rogers et. al. [RPW91], and Vakhutinsky, Dudkin, and Ryvkin

[VDR79]). Common examples of aggregation within this context arise in discretization of continuous spaces,

and approximation of fine grids by coarser grids, as in multigrid methods. Aggregation was introduced in

the simulation-based approximate DP context, mostly in the form of value iteration; see Singh, Jaakkola,

and Jordan [SJJ95], Gordon [Gor95], Tsitsiklis and Van Roy [TsV96] (also the book by Bertsekas and

Tsitsiklis [BeT96], Sections 3.1.2 and 6.7). More recently, aggregation was discussed in the context of partially

observed Markovian decision problems (POMDP) by Yu and Bertsekas [YuB12], and in a reinforcement

learning context involving the notion of “options” by Ciosek and Silver [CiS15], and the notion of “bottleneck

simulator” by Serban et. al. [SSP18]; in all these cases encouraging computational results were presented.
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In a common type of classical aggregation, we group the states 1, . . . , n into disjoint subsets, viewing

each subset as a state of an “aggregate DP problem.” We then solve this problem exactly, to obtain a

piecewise constant approximation to the optimal cost function J*: the approximation is constant within

each subset, at a level that is an “average” of the values of J* within the subset. This is called hard

aggregation. The state space partition in hard aggregation is arbitrary, but is often determined by using a

vector of “features” of the state (states with “similar” features are grouped together). Features can generally

form the basis for specifying aggregation architectures, as has been discussed in Section 3.1.2 of the neuro-

dynamic programming book [BeT96], in Section 6.5 of the author’s DP book [Ber12], and in the recent

survey [Ber18a]. While feature-based selection of the aggregate states can play an important role within our

framework, it will not be discussed much, because it is not central to the ideas of this paper.

In fact there are many different ways to form the aggregate states and to specify the aggregate DP

problem. We will not go very much into the details of specific schemes in this paper, referring to earlier

literature for further discussion. We just mention aggregation with representative states , where the starting

point is a finite collection of states, which we view as “representative.” The representative states may also

be selected using features (see [Ber18a]).

Our proposed extended framework, which we call biased aggregation, is similar in structure to classical

aggregation, but involves in addition a function/vector

V =
(

V (1), . . . , V (n)
)

of the state, called the bias function, which affects the cost structure of the aggregate problem, and biases

the values of its optimal cost function towards their correct levels. With V = 0, we obtain the classical

aggregation scheme. With V 6= 0, biased aggregation yields an approximation to J* that is equal to V plus

a local correction; see Fig. 1.1. In hard aggregation the local correction is piecewise constant (it is constant

within each aggregate state). In other forms of aggregation it is piecewise linear. Thus the aggregate DP

problem provides a correction to V , which may itself be a reasonably good estimate of J*.

An obvious context where biased aggregation can be used is to improve on an approximation to J*

obtained using a different method, such as for example by neural network-based approximate policy iteration,

by rollout, or by exact DP applied to a simpler version of the given problem. Another context, is to

integrate the choice of V with the choice of the aggregation framework with the aim of improving on

classical aggregation. Generally, if V captures a fair amount of the nonlinearity of J*, we speculate that a

major benefit of the bias function approach will be a reduction of the number of aggregate states needed for

adequate performance, and the attendant facilitation of the algorithmic solution of the aggregate problem.

The bias function idea is new to our knowledge within the context of aggregation. The closest connection

to the existing aggregation literature is the adaptive aggregation framework of the paper by Bertsekas and

Castanon [BeC89], which proposed to adjust an estimate of the cost function of a policy using local corrections

3
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: Feature-based parametric architecture State
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Corrected V

Correction (piecewise constant or piecewise linear)
Correction (piecewise constant or piecewise linear)

Correction (piecewise constant or piecewise linear)

Figure 1.1 Schematic illustration of biased aggregation. It provides an approximation to J∗

that is equal to the bias function V plus a local correction. When V = 0, we obtain the classical

aggregation framework.

along aggregate states that are formed adaptively using the Bellman equation residual. We will discuss later

aggregate state formation based on Bellman equation residuals (see Section 3). However, the ideas of the

present paper are much broader and aim to find an approximately optimal policy rather than to evaluate

exactly a single given policy. Moreover, consistent with the reinforcement learning point of view, our focus

in this paper is on large-scale problems with very large number of states n.

On the other hand there is a close mathematical connection between classical aggregation (V = 0) and

biased aggregation (V 6= 0). Indeed, as we will discuss further in the next section, biased aggregation can

be viewed as classical aggregation applied to a modified DP problem, which is equivalent to the original DP

problem in the sense that it has the same optimal policies. The modified DP problem is obtained from the

original by changing its cost per stage from g(i, u, j) to

g(i, u, j)− V (i) + αV (j)), i, j ∈ S, u ∈ U(i). (1.3)

Thus the optimal cost function of the modified DP problem, call it J̃ , satisfies the corresponding Bellman

equation:

J̃(i) = min
u∈U(i)

n
∑

j=1

pij(u)
(

g(i, u, j)− V (i) + αV (j) + αJ̃(j)
)

, i ∈ S,

or equivalently

J̃(i) + V (i) = min
u∈U(i)

n
∑

j=1

pij(u)
(

g(i, u, j) + α
(

J̃(j) + V (j)
)

)

, i ∈ S. (1.4)

By comparing this equation with the Bellman Eq. (1.2) for the original DP problem, we see that the optimal

cost functions of the modified and the original problems are related by

J*(i) = J̃(i) + V (i), i ∈ S, (1.5)
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and that the problems have the same optimal policies. This of course assumes that the original and mod-

ified problems are solved exactly. If instead they are solved approximately using aggregation or another

approximation architecture, such as a neural network, the policies obtained may be substantially different.

In particular, the choice of V and the approximation architecture may affect substantially the quality of

suboptimal policies obtained.

Equation (1.4) has been used in various contexts, involving error bounds for value iteration, since the

early days of DP theory, where it is known as the variational form of Bellman’s equation, see e.g., [Ber12],

Section 2.1.1. The equation can be used to find J̃ , which is the variation of J* from any guess V ; cf. Eq.

(1.5). The variational form of Bellman’s equation is also implicit in the adaptive aggregation framework

of [BeC89]. In reinforcement learning, the variational equation (1.4) has been used in various algorithmic

contexts under the name reward shaping or potential-based shaping; see e.g., the papers by Ng, Harada, and

Russell [NHR99], Wiewiora [Wie03], Asmuth, Littman, and Zinkov [ALZ08], Devlin and Kudenko [DeK11],

Grzes [Grz17] for some representative works. While reward shaping does not change the optimal policies

of the original DP problem, it may change significantly the suboptimal policies produced by approximate

DP methods that use linear basis function approximation, such as forms of TD(λ), SARSA, and others (see

[BeT96], [SuB98]). Basically, with reward shaping and a linear approximation architecture, V is used as an

extra basis function. This is closely related with the idea of using approximate cost functions of policies as

basis functions, already suggested in the neuro-dynamic programming book [BeT96] (Section 3.1.4).

In the next section we describe the architecture of our aggregation scheme and the corresponding

aggregate problem. In Section 3, we discuss Bellman’s equation for the aggregate problem, and the manner

in which its solution is affected by the choice of the bias function. We also discuss some of the algorithmic

methodology based on the use of the aggregate problem.

2. AGGREGATION FRAMEWORK WITH A BIAS FUNCTION

The aggregate problem is an infinite horizon Markovian decision problem that involves three sets of states:

two copies of the original state space, denoted I0 and I1, as well as a finite set A of aggregate states, as

depicted in Fig. 2.1. The state transitions in the aggregate problem go from a state in A to a state in I0,

then to a state in I1, and then back to a state in A, and the process is repeated. At state i ∈ I0 we choose

a control u ∈ U(i), and then transition to a state j ∈ I1 at a cost g(i, u, j) according to the original system

transition probabilities pij(u). This is the only type of control in the aggregate problem; the transitions from

A to I0 and the transitions from I1 to A involve no control. Thus policies in the context of the aggregate

problem map states i ∈ I0 to controls u ∈ U(i), and can be viewed as policies of the original problem.

The transitions from A to I0 and the transitions from I1 to A involve two (somewhat arbitrary) choices

of transition probabilities, called the disaggregation and aggregation probabilities , respectively; cf. Fig. 2.1.
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, j = 1i

), x ), y

Transition probabilities Cost g(i, u, j) Cost

) Cost −V (i) Cost ) Cost V (j)

Disaggregation probabilities

Disaggregation probabilities Disaggregation probabilities
Disaggregation probabilities dxi

Aggregation probabilities

Aggregation probabilities φiy

Transition probabilities

Transition probabilities pij(u)
States i ∈ I0 States j ∈ I1

States x ∈ A States States y ∈ A

Figure 2.1 Illustration of the transition mechanism and the costs per stage of the aggregate

problem in the biased aggregation framework. When the bias function V is identically zero, we

obtain the classical aggregation framework.

In particular:

(1) For each aggregate state x and original system state i, we specify the disaggregation probability dxi,

where
n
∑

i=1

dxi = 1, ∀ x ∈ A.

(2) For each aggregate state y and original system state j, we specify the aggregation probability φjy , where

∑

y∈A

φjy = 1, ∀ j ∈ S.

Several examples of methods to choose the disaggregation and aggregation probabilities are given in Section

6.4 of the book [Ber12], such as hard and soft aggregation, aggregation with representative states, and feature-

based aggregation. The latter type of aggregation is explored in detail in the paper [Ber18a], including its

use in conjunction with feature construction schemes that involve neural networks and other architectures.

The definition of the aggregate problem will be complete once we specify the cost for the transitions

from A to I0 and from I1 to A. In the classical aggregation scheme, as described in Section 6.4 of [Ber12],

these costs are all zero. The salient new characteristic of the scheme proposed in this paper is a (possibly

nonzero) cost −V (i) for transition from any aggregate state to a state i ∈ I0, and of a cost V (j) from a

state j ∈ I1 to any aggregate state; cf. Fig. 2.1. The function V is called the bias function, and we will

argue that V should be chosen as close as possible to J*. Indeed we will show in the next section that when

V ≡ J*, then an optimal policy for the aggregate problem is also optimal for the original problem, regardless

of the choice of aggregate states, and aggregation and disaggregation probabilities. Moreover, we will discuss
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several schemes for choosing V , such as for example cost functions of various heuristic policies, in the spirit

of the rollout algorithm. Generally, while V may be arbitrary, for practical purposes its values at various

states should be easily computable.

It is important to note that the biased aggregation scheme of Fig. 2.1 is equivalent to classical

aggregation applied to the modified problem where the cost per stage g(i, u, j) is replaced by the cost

g(i, u, j)− V (i) + αV (j) of Eq. (1.3). Thus we can straightforwardly transfer results, algorithms, and intu-

ition from classical aggregation to the biased aggregation framework of this paper. In particular, we may

use simulation-based algorithms for policy evaluation, policy improvement, and Q-learning for the aggregate

problem, with the only requirement that the value V (i) for any state i is available when needed.

3. BELLMAN’S EQUATION AND ALGORITHMS FOR THE AGGREGATE PROBLEM

The aggregate problem is fully defined as a DP problem once the aggregate states, the aggregation and

disaggregation probabilities, and the bias function are specified. Thus its optimal cost function satisfies a

Bellman equation, which we will now derive. To this end, we introduce the cost functions/vectors

r̃ =
{

r̃(x) | x ∈ A
}

, J̃0 =
{

J̃0(i) | i ∈ I0
}

, J̃1 =
{

J̃1(j) | j ∈ I1
}

,

where:

r̃(x) is the optimal cost-to-go from aggregate state x.

J̃0(i) is the optimal cost-to-go from state i ∈ I0 that has just been generated from an aggregate state

(left side of Fig. 2.1).

J̃1(j) is the optimal cost-to-go from state j ∈ I1 that has just been generated from a state i ∈ I0 (right

side of Fig. 2.1).

Note that because of the intermediate transitions to aggregate states, J̃0 and J̃1 are different.

These three functions satisfy the following three Bellman equations:

r̃(x) =
n
∑

i=1

dxi
(

J̃0(i)− V (i)
)

, x ∈ A, (3.1)

J̃0(i) = min
u∈U(i)

n
∑

j=1

pij(u)
(

g(i, u, j) + αJ̃1(j)
)

, i ∈ S, (3.2)

J̃1(j) = V (j) +
∑

y∈A

φjy r̃(y), j ∈ S. (3.3)

The form of Eq. (3.2) suggests that J̃0 and J̃1 may be viewed as approximations to J* (if J̃0 and J̃1 were

equal they would also be equal to J*, since Bellman’s equation has a unique solution). The form of Eq. (3.1)
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suggests that r̃ can be viewed as a “weighted averaged” variation of J̃0 from V , with weights specified by the

disaggregation probabilities dxi.

By combining the equations (3.1)-(3.3), we obtain an equation for r̃:

r̃(x) = (Hr̃)(x), x ∈ A, (3.4)

where H is the mapping defined by

(Hr)(x) =

n
∑

i=1

dxi



 min
u∈U(i)

n
∑

j=1

pij(u)



g(i, u, j) + α



V (j) +
∑

y∈A

φjyr(y)







− V (i)



 , x ∈ A. (3.5)

It can be seen that H is a sup-norm contraction mapping and has r̃ as its unique fixed point. This follows

from standard contraction arguments and the fact that dxi, pij(u), and φjy are all probabilities (see [Ber12],

Section 6.5.2). It also follows from the corresponding result for classical aggregation, by replacing the cost

per stage g(i, u, j) with the modified cost

g(i, u, j) + αV (j)− V (i), i, j ∈ S, u ∈ U(i),

of Eq. (1.3).

In typical applications of aggregation, r̃ has much lower dimension than J̃0 and J̃1, and can be found

by solving the fixed point equation (3.4) using simulation-based methods, even when the number of states

n is very large; this is the major attraction of the aggregation approach. Once r̃ is found, the optimal cost

function J* of the original problem may be approximated by the function J̃1 of Eq. (3.3). Moreover, an

optimal policy µ̃ for the aggregate problem may be found through the minimization in Eq. (3.2) that defines

J̃0, i.e.,

µ̃(i) ∈ arg min
u∈U(i)

n
∑

j=1

pij(u)
(

g(i, u, j) + αJ̃1(j)
)

, i ∈ S. (3.6)

The policy µ̃ is optimal for the original problem if and only if J̃1 and J* differ uniformly by a constant on

the set of states j that are relevant to the minimization above. This is true in particular if V = J*, as shown

by the following proposition.

Proposition 3.1: When V = J* then r̃ = 0, J̃0 = J̃1 = J*, and any optimal policy for the

aggregate problem is optimal for the original problem.

Proof: Since the mapping H of Eq. (3.5) is a contraction, it has a unique fixed point. Hence from Eqs.

(3.2) and (3.3), it follows that the Bellman equations (3.1)-(3.3) have as unique solution, the optimal cost

8



functions (r̃, J̃0, J̃1) of the aggregate problem. It can be seen that when V = J*, then r̃ = 0, J̃0 = J̃1 = J*

satisfy Bellman’s equations (3.1)-(3.3), so they are equal to these optimal cost functions. Q.E.D.

The preceding proposition suggests that one should aim to choose V as close as possible to J*. In

particular, a good choice of V is one for which the sup-norm of the Bellman equation residual is small, as

indicated by the following proposition.

Proposition 3.2: We have

‖r̃‖ ≤
‖V − TV ‖

1− α
,

where ‖ · ‖ denotes sup-norm of the corresponding Euclidean space, and T : ℜn → ℜn is the Bellman

equation mapping defined by

(TV )(i) = min
u∈U(i)

n
∑

j=1

pij(u)
(

g(i, u, j) + αV (j)
)

, V ∈ ℜn, i ∈ S.

Proof: From Eq. (3.5) we have for any vector r =
{

r(x) | x ∈ A
}

‖Hr‖ ≤ ‖TV − V ‖+ α‖r‖.

Hence by iteration, we have for every m ≥ 1,

‖Hmr‖ ≤ (1 + α+ · · ·+ αm−1)‖TV − V ‖+ αm‖r‖.

By taking the limit as m → ∞ and using the fact Hmr → r̃, the result follows. Q.E.D.

If V is close to J*, then ‖V − TV ‖ is small (since J* is the fixed point of T ), which implies that ‖r̃‖

is small by the preceding proposition. This in turn, by Eq. (3.3), implies that J̃1 is close to J*, so that

the optimal policy of the aggregate problem defined by Eq. (3.6) is near optimal for the original problem.

Choosing V to be close to J* may not be easy. A reasonable practical strategy may be to use as V the

optimal cost function of a simpler but related problem. Another possibility is to select V to be the cost

function of some reasonable policy, or an approximation thereof. We will discuss this possibility in some

detail in what follows.

In view of Eq. (3.6), an optimal policy for the aggregate problem may be viewed as a one-step lookahead

policy with lookahead function J̃1. In the special case where the scalars

∑

y∈A

φjy r̃(y), j ∈ S,
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are the same for all j, the functions J̃1 and V differ uniformly by a constant, so an optimal policy for the

aggregate problem may be viewed as a one-step lookahead policy with lookahead function V . Note that the

functions J̃1 and V differ by a constant in the extreme case where there is a single aggregate state. If in

addition V is equal to the cost function Jµ of a policy µ, then an optimal policy for the aggregate problem

is a rollout policy based on µ (i.e., the result of a single policy improvement starting with the policy µ), as

shown by the following proposition.

Proposition 3.3: When there is a single aggregate state and V = Jµ for some policy µ, an optimal

policy for the aggregate problem is a policy produced by the rollout algorithm based on µ.

Proof: When there a single aggregate state y, we have φjy = 1 for all j, so the values J̃1(j) and V (j) differ

by the constant r̃(y) for all j. Since V = Jµ, the optimal policy µ̃ for the aggregate problem is determined

by

µ̃(i) ∈ arg min
u∈U(i)

n
∑

j=1

pij(u)
(

g(i, u, j) + αJµ(j)
)

, i ∈ S, (3.7)

[cf. Eq. (3.7)], so µ̃ is a rollout policy based on µ. Q.E.D.

We next consider the choice of the aggregate states, and its effect on the quality of the solution of the

aggregate problem. In particular, biased aggregation produces a correction to the function V . The nature of

the correction depends on the form of aggregation being used. In the case of hard aggregation, the correction

is piecewise constant (it has equal value at all states within each aggregate state).

We focus on the common case of hard aggregation, but the ideas qualitatively extend to other types

of aggregation, such as aggregation with representative states, or feature-based aggregation; see [Ber12],

[Ber18a]. For this case the aggregation scheme adds a piecewise constant correction to the function V ;

the correction amount is equal for all states within a given aggregate state. By contrast, aggregation

with representative states adds a piecewise linear correction to V ; the costs of the nonrepresentative states

are approximated by linear interpolation of the costs of the representative states, using the aggregation

probabilities.

3.1. Choosing the Aggregate States - Hard Aggregation

In this section we will focus on the hard aggregation scheme, which has been discussed extensively in the

literature (see, e.g., [BeT96], [TsV96], [Van06], [Ber12], [Ber18a]). The starting point is a partition of the

state space S that consists of disjoint subsets I1, . . . , Iq of states with I1 ∪ · · · ∪ Iq = S. The aggregate states
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are identified with these subsets, so we also use the index ℓ = 1, . . . , q to refer to them. The disaggregation

probabilities diℓ can be positive only for states i ∈ Iℓ. To define the aggregation probabilities, let us denote

by ℓ(j) the index of the aggregate state to which j belongs. The aggregation probabilities are equal to either

0 or 1, according to aggregate state membership:

φjℓ =

{

1 if ℓ = ℓ(j),

0 otherwise,
j ∈ S, ℓ = 1, . . . , q. (3.8)

In hard aggregation the correction

n
∑

ℓ=1

φjℓr̃(ℓ), j ∈ S,

that is added to V (j) in order to form the aggregate optimal cost function

J̃1(j) = V (j) +
n
∑

ℓ=1

φjℓr̃(ℓ), j ∈ S, (3.9)

is piecewise constant: it is constant within each aggregate state ℓ, and equal to

r̃
(

ℓ(j)
)

, j ∈ S.

It follows that the success of a hard aggregation scheme depends on both the choice of the bias function

V (to capture the rough shape of the optimal cost function J*) and on the choice of aggregate states (to

capture the fine details of the difference J* − V ). This suggests that the variation of J* over each aggregate

state should be nearly equal to the variation of V over that state, as indicated by the following proposition,

which was proved by Tsitsiklis and Van Roy [TsV96] for the classical aggregation case where V = 0. We

have adapted their proof to the biased aggregation context of this paper.

Proposition 3.4: In the case of hard aggregation, where we use a partition of the state space into

disjoint sets I1, . . . , Iq, we have

∣

∣J*(i)− V (i)− r̃(ℓ)
∣

∣ ≤
ǫ

1− α
, ∀ i such that i ∈ Iℓ, ℓ = 1, . . . , q, (3.10)

where

ǫ = max
ℓ=1,...,q

max
i,j∈Iℓ

∣

∣J*(i)− V (i)− J*(j) + V (j)
∣

∣. (3.11)

Proof: Consider the mappingH : ℜq 7→ ℜq defined by Eq. (3.5), and consider the vector r with components

defined by

r(ℓ) = min
i∈Iℓ

(

J*(i)− V (i)
)

+
ǫ

1− α
, ℓ ∈ 1, . . . , q.
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Using Eq. (3.5), we have for all ℓ, we have

(Hr)(ℓ) =

n
∑

i=1

dℓi



 min
u∈U(i)

n
∑

j=1

pij(u)
(

g(i, u, j) + α
(

V (j) + r
(

ℓ(j)
)

)

− V (i)





≤

n
∑

i=1

dℓi



 min
u∈U(i)

n
∑

j=1

pij(u)

(

g(i, u, j) + αJ*(j) +
αǫ

1− α

)

− V (i)





=

n
∑

i=1

dℓi

(

J*(i)− V (i) +
αǫ

1− α

)

≤ min
i∈Iℓ

(

J*(i)− V (i) + ǫ
)

+
αǫ

1− α

= min
i∈Iℓ

(

J*(i)− V (i)
)

+
ǫ

1− α

= r(ℓ),

where for the second equality we used the Bellman equation for the original system, which is satisfied by J*,

and for the second inequality we used Eq. (3.11). Thus we have Hr ≤ r, from which it follows that r̃ ≤ r

(since H is monotone, which implies that the sequence {Hkr} is monotonically nonincreasing, and we have

r̃ = lim
k→∞

Hkr

since H is a contraction and r̃ is its unique fixed point). This proves one side of the desired error bound.

The other side follows similarly. Q.E.D.

The scalar ǫ of Eq. (3.11) is the maximum variation of J* − V within the sets of the partition of the

hard aggregation scheme. Thus the meaning of the preceding proposition is that if J* − V changes by at

most ǫ within each set of the partition, the hard aggregation scheme provides a piecewise constant correction

r̃ that is within ǫ/(1− α) of the optimal J*−V . If the number of aggregate states is sufficiently large so that

the variation of J*(i)− V (i) within each one is negligible, then the optimal policy of the aggregate problem

is very close to optimal for the original problem.

Finally, let us compare hard aggregation for the classical framework where V = 0 and for the biased

aggregation framework of the present paper where V 6= 0. In the former case the optimal cost function J̃1

of the aggregate problem is piecewise constant (it is constant over each aggregate state). In the latter case

J̃1 consists of V plus a piecewise constant correction (a constant correction over each aggregate state). This

suggests that when the number of aggregate states is small, the corrections provided by classical aggregation

may be relatively poor, but the biased aggregation framework may still perform well with a good choice

for V . As an example, in the extreme case of a single aggregate state, the classical aggregation scheme

results in J̃1 being constant, which yields a myopic policy, while for V = Jµ the biased aggregation scheme

yields a rollout policy based on µ. The combined selection of V and the aggregate states so that they work

synergistically is an important issue that requires further investigation.
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We will next discuss various aspects of algorithms for constructing a bias function V , and for formu-

lating, solving, and using the aggregate problem in various contexts. There are two algorithmic possibilities

that one may consider:

(a) Select V using some method that is unrelated to aggregation, and then solve the aggregate problem,

obtain its optimal policy, and use it as a suboptimal policy for the original problem. In the case where

V is an approximation to the cost function of some policy, we may view this process as an enhanced

form of one-step lookahead.

(b) Solve the aggregate problem multiple times with different choices of V . An example of such a procedure

is a policy iteration method, where a sequence of successive policies {µk} is obtained by solving the

aggregate problems with V ≈ Jµk .

We consider these two possibilities in the next two subsections.

3.2. An Example of Obtaining a Suboptimal Policy by Biased Aggregation

In this section we will provide an example that illustrates one possible way to obtain a suboptimal policy

by aggregation. We start with a bias function V . The nature and properties of V are immaterial for the

purposes of this section. Here are some possibilities:

(a) V may be an approximation to J* obtained by one or more approximate policy iterations, using a

reinforcement learning algorithm such as TD(λ), LSTD(λ), or LSPE(λ), as a linear combination of

basis functions (see textbooks such as [BBD10], [BeT96], [Ber12], [Gos15], [Pow11], [SuB98], [Sze10]).

Alternatively, J* may be approximated using a neural network and simulation-generated cost data,

thus obviating the need for knowing suitable basis functions (see e.g., [Ber17]).

(b) V may be an approximation to J* obtained in some way that is unrelated to reinforcement learning,

such as solving exactly a simplified DP problem. For example, the original problem may be a stochas-

tic shortest path problem, while the simpler problem may be a related deterministic shortest path

problem, obtained from the original through some form of certainty equivalence approximation. The

deterministic problem can be solved fast to yield V using highly efficient deterministic shortest path

methods, even when the number of states n is much larger than the threshold for exact solvability of

its stochastic counterpart.

Given V , we first consider the formation of the aggregate states. The issues are similar to the case

of classical hard aggregation, where the main guideline is to select the aggregate states/subsets so that J*

varies little within each subset. The biased aggregation counterpart of this rule is to select the aggregate

states so that V −J* varies little within each subset (cf. Prop. 3.4). This suggests that a promising guideline
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may be to select the aggregate states so that the variation of the s-step residual V −T sV is small within each

subset, where s ≥ 1 is some integer (based on the idea that T sV is close to J*). A residual-based approach of

this type has been used in the somewhat different context of the paper by Bertsekas and Castanon [BeC89].

Other approaches for selecting the aggregate states based on features are discussed in the survey [Ber18a].

Some further research is needed, both in general and in problem specific contexts, to provide some reliable

guidelines for structuring the aggregate problem.

Let us now consider the implementation of the residual-based formation of the aggregate states. We

first generate a large sample set of states

Ŝ = {im | m = 1, . . . ,M},

and compute the set of their corresponding s-step residuals

{

V (i)− (T sV )(i) | i ∈ Ŝ
}

, (3.12)

where

(TV )(i) = min
u∈U(i)

n
∑

j=1

pij(u)
{

g(i, u, j) + αV (j)
}

.

We will not discuss here the method of generating the sample set Ŝ. Note that the calculation of (T sV )(i)

requires the solution of an s-step DP problem with terminal cost function V , and starting state i. This may

be a substantial calculation, which must of course be carried out off-line. However, it is facilitated when s

is relatively small, the number of controls is relatively small, there are “few” nonzero probabilities pij(u) for

any i and u ∈ U(i), and also when parallel computation capability is available.

We divide the range of the set of residuals (3.12) into disjoint intervals R1, . . . , Rq, and we group the

set of sampled states Ŝ into disjoint nonempty subsets I1, . . . , Iq, where Iℓ is the subset of sampled states

whose residuals fall within the interval Rℓ, ℓ = 1, . . . , q.† The aggregate states are the subsets I1, . . . , Iq, and

the disaggregation probabilities are taken to be equal over each of the aggregate states, i.e.,

dℓi =

{

1/|Iℓ| if i ∈ Iℓ,

0 otherwise,
ℓ = 1, . . . , q, i ∈ S, (3.13)

where |Iℓ| denotes the cardinality of the set Iℓ (this is a default choice, there may be other problem-dependent

possibilities). The aggregation probabilities are arbitrary, although it makes sense to require that for j ∈ Ŝ

we have

φjℓ =

{

1 if j ∈ Iℓ,

0 otherwise,
ℓ = 1, . . . , q, j ∈ Ŝ, (3.14)

† More elaborate methods to form the aggregate states are of course possible. A straightforward extension is to

partition further the subsets I1, . . . , Iq based on some state features, or some other problem-dependent criterion, in

the spirit of feature-based aggregation [Ber18a].
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and also to choose φjℓ based on the degree of “similarity” of j with states in Iℓ (using for example some

notion of “distance” between states).

Having specified the aggregate problem, we may solve it by any one of the established simulation-based

methods for classical aggregation (see the references noted earlier, and [Ber18a], Section 4.2; see also the next

section). These methods apply because the biased aggregation problem corresponding to V is identical to

the classical aggregation problem where the cost per stage g(i, u, j) is replaced by g(i, u, j)− V (i) + αV (j),

as noted earlier. There are several challenges here, including that the algorithmic solution may be very

computation-intensive. On the other hand, algorithms for the aggregate problem aim to solve the fixed

point equation (3.4), which is typically low-dimensional (its dimension is the number of aggregate states),

even when the number of states n is very large. It is also likely that the use of a “good” bias function will

reduce the need for a large number of aggregate states in many problem contexts. This remains to be verified

by future research. At the same time we should emphasize that as in classical aggregation, a single policy

iteration can produce a policy that is arbitrarily close to optimal, provided the number of aggregate states

is sufficiently large. Thus, fewer policy improvements may be needed in aggregation-based policy iteration.

As an example of a method to solve the aggregate problem, we may consider a stochastic version of

the fixed point iteration rt+1 = Hrt, where H : ℜq 7→ ℜq is the mapping with components given by

(Hr)(ℓ) =

n
∑

i=1

dℓi



 min
u∈U(i)

n
∑

j=1

pij(u)

(

g(i, u, j) + α

(

V (j) +

q
∑

ℓ=1

φjℓr(ℓ)

))

− V (i)



 , ℓ = 1, . . . , q, (3.15)

cf. Eq. (3.5).† This algorithm, due to Tsitsiklis and Van Roy [TsV96], generates a sequence of aggregate

† The other major alternative approach for solving the aggregate problem is simulation-based policy iteration.

This algorithm, discussed in [Ber12], Section 6.5.2, and [Ber18a], Section 4.2, generates a sequence of policies {µk}

and corresponding vectors {r
µk

} that converge to an optimal policy and cost function r̃ of the aggregate problem,

respectively. It involves repeated policy evaluation operations that involve solution of (low-dimensional) fixed point

problems of the form r = H
µk

(r), where H
µk

is the mapping given by

(H
µk

r)(ℓ) =

n
∑

i=1

dℓi

n
∑

j=1

pij
(

µ
k(i)
)

(

g
(

i, µ
k(i), j

)

+ α

(

V (j) +

q
∑

m=1

φjm r(m)

)

− V (i)

)

, ℓ = 1, . . . , q,

[cf. Eq. (3.15)], interleaved policy improvement operations that define µk+1 from the fixed point r
µk

of H
µk

by

µ
k+1(i) = arg min

u∈U(i)

n
∑

j=1

pij(u)

(

g(i, u, j) + α

(

V (j) +

q
∑

ℓ=1

φjℓrµk (ℓ)

))

, i = 1, . . . , n.

The fixed point problems involved in the policy evaluations are linear, so they can be solved using simulation-based

algorithms similar to TD(λ), LSTD(λ), and LSPE(λ) (see e.g., [Ber12] and other reinforcement learning books).

For detailed coverage of simulation-based methods for solving general linear systems of equations, see the papers by

Bertsekas and Yu [BeY07], [BeY09], Wang and Bertsekas [WaB13a], [WaB13b], and the book [Ber12], Section 7.3.
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states

{Iℓt | t = 0, 1, . . .}

by some probabilistic mechanism, which ensures that all aggregate states are generated infinitely often. Given

rt and Iℓt , the algorithm generates an original system state it ∈ Iℓt according to the uniform probabilities

dℓi, and updates the component r(ℓt) according to

rt+1(ℓt) = (1− γt)rt(ℓt) + γt



 min
u∈U(i)

n
∑

j=1

pitj(u)

(

g(it, u, j) + α

(

V (j) +

q
∑

ℓ=1

φjℓrtℓ

)

− V (it)

)



 , (3.16)

where γt is a positive stepsize, and leaves all the other components unchanged:

rt+1(ℓ) = rt(ℓ), if ℓ 6= ℓt.

The stepsize γt should be diminishing (typically at the rate of 1/t). We refer to the paper [TsV96] for further

discussion and analysis (see also [BeT96], Section 3.1.2 and 6.7).

Under appropriate mild assumptions, the iterative algorithm (3.16) is guaranteed to yield in the limit

the optimal cost function r̃ =
(

r̃(1), . . . , r̃(q)
)

of the aggregate problem, where r̃(ℓ) corresponds to aggregate

state Iℓ. Once this happens, the optimal policy of the aggregate problem is obtained from the minimization

µ̃(i) ∈ arg min
u∈U(i)

n
∑

j=1

pij(u)

(

g(i, u, j) + α

(

V (j) +

q
∑

ℓ=1

φjℓ r̃(ℓ)

))

, i ∈ S. (3.17)

We note that the convergence of the iterative algorithm (3.16) can be substantially enhanced if a good

initial condition r0 is known. Such an initial condition can be obtained in the special case where U(i) is

the same and equal to some set Uℓ for all i ∈ Iℓ. Then r0 can be set to r̂ =
(

r̂(1), . . . , r̂(q)
)

, the optimal

cost function of the simpler aggregate problem, where the policy is restricted to use the same control for all

i ∈ Iℓ (see [Ber12], Section 6.5.1). One way to obtain r̂ is by solving the low-dimensional linear programming

problem of maximizing
∑q

ℓ=1 r̂(ℓ) subject to the constraint r̂ ≤ H(r̂), or

maximize

q
∑

ℓ=1

r̂(ℓ)

subject to r̂(ℓ) ≤
∑

i∈Iℓ

dℓi

n
∑

j=1

pij(u)

(

g(i, u, j) + α

(

V (j) +

q
∑

s=1

φjs r̂(s)

)

− V (i)

)

, ℓ = 1, . . . , q, u ∈ Uℓ;

see [Ber12], Sections 2.4 and 6.5.1.

By its nature, the stochastic iterative algorithm (3.16) must be implemented off-line; this is also true

for other solution methods for solving the aggregate problem, such as simulation-based policy iteration. On

the other hand, after the limit r̃ is obtained, the improved policy µ̃ of Eq. (3.17) cannot be computed and

stored off-line when the number of states n is large, so it must be implemented on-line. This requires forming
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the expectation in Eq. (3.17) for each u ∈ U(i), which can be prohibitively time-consuming. An alternative

is to calculate off-line approximate Q-factors

Q̃(i, u) ≈
n
∑

j=1

pij(u)

(

g(i, u, j) + α

(

V (j) +

q
∑

ℓ=1

φjℓ r̃(ℓ)

))

, i ∈ S,

using Q-factor samples and a neural network or other approximation architecture. One can then implement

the policy µ̃ by means of the simpler calculation

µ̃(i) ∈ arg min
u∈U(i)

Q̃(i, u), i ∈ S,

which does not require forming an expectation.

Let us now compare the preceding algorithm with the rollout algorithm, which is just Eq. (3.17) with

V equal to the cost function of a base policy and r̃ = 0. The main difference is that the rollout algorithm

bypasses the solution of the aggregate problem, and thus avoids the off-line calculation of r̃. Thus a single

policy improvement using the preceding aggregation-based algorithm may be viewed as an enhanced form

of rollout, where a better performing policy is obtained at the expense of substantial off-line computation.

3.3. Aggregation-Based Approximate Policy iteration

In this section we consider an approximate policy iteration-like scheme, which each iteration k starts with a

policy µk, and produces an optimal policy µk+1 of the aggregate problem corresponding to Vk ≈ Jµk . We

discuss general aspects of this process here, and in the next subsection we provide an example implementation,

where Jµk is itself approximated by aggregation. There are three main issues:

(a) How to calculate bias function values Vk(i) that are good approximations to Jµk(i).

(b) How to complete the definition of the aggregate problem, i.e., select the aggregate states, and the

aggregation and disaggregation probabilities.

(c) How to obtain µk+1 as an approximately optimal solution of the aggregate problem corresponding to

Vk, the aggregate states, and the aggregation/disaggregation probabilities defined by (a) and (b) above.

Regarding question (a), one possibility is to use Monte-Carlo simulation to approximate Jµk (i) for any

state i as needed, in the spirit of the rollout algorithm. Another possibility is to introduce a simulation-based

policy evaluation to approximate Jµk . For example, we may use TD(λ), LSTD(λ), or LSPE(λ), or a neural

network and simulation-generated cost data. Note that such a policy evaluation phase is separate and must

be conducted before starting the biased aggregation-based policy improvement that produces the policy µk+1.

A related approach is to aim for a bias function that is closer to J* than Jµk is. This may be attempted by
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using a neural network-based approach based on optimistic policy iteration or Q-learning method such as

SARSA and its variants; see [SuB98] and other reinforcement learning textbooks cited earlier.

Regarding question (b), the issues are similar to the situation discussed in the preceding section. As

noted there, a promising guideline is to select the aggregate states so that the variation of the s-step residual

Vk − T sVk is small within each, where s ≥ 1 is some integer. Note that the calculation of the residuals is

simpler than in the case of the preceding section because in the context of the present section only one policy

is involved. Similarly, regarding question (c), one may use any of the established simulation-based methods

for classical aggregation, as noted in the preceding section.

In the special case where we start with some policy and perform just a single policy iteration, the

method may be viewed as an enhanced version of the rollout algorithm. Such a rudimentary form of policy

iteration could be the method of choice in a given problem context, because the “improved” policy may be

implemented on-line by simple Monte Carlo simulation, similar to the rollout algorithm. This is particularly

so in deterministic problems, such as scheduling, routing, and other combinatorial optimization settings,

where the rollout algorithm has been used with success.

Error Bound for Approximate Policy Improvement

Let us now provide an error bound for the difference Jµ̃ − Jµ, where µ is a given policy, and µ̃ is an optimal

policy for the aggregate problem with V = Jµ. By Prop. 3.1, the Bellman equations for µ have the form

rµ(x) =
n
∑

i=1

dxi
(

J0,µ(i)− Jµ(i)
)

, x ∈ A, (3.18)

J0,µ(i) =

n
∑

j=1

pij
(

µ(i)
)

(

g
(

i, µ(i), j
)

+ αJ1,µ(j)
)

, i ∈ S, (3.19)

J1,µ(j) = Jµ(j) +
∑

y∈A

φjyrµ(y), j ∈ S. (3.20)

and their unique solution, the cost function of µ in the aggregate problem, is (rµ, J0,µ, J1,µ) given by

rµ = 0, J0,µ = J1,µ = Jµ.

It follows that the optimal cost function (r̃, J̃0, J̃1) of the aggregate problem satisfies

r̃ ≤ rµ = 0, J̃0 ≤ J0,µ = Jµ, J̃1 ≤ J1,µ = Jµ. (3.21)

Moreover optimal policy µ̃ for the aggregate problem satisfies

µ̃(i) ∈ arg min
u∈U(i)

n
∑

j=1

pij(u)
(

g(i, u, j) + αJ̃1(j)
)

, i ∈ S. (3.22)
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From Eq. (3.3), we have

J̃1(j) = Jµ(j) +
∑

y∈A

φjy r̃(y)), i ∈ S.

Using the fact r̃ ≤ 0 in the preceding equation, we obtain J̃1 ≤ Jµ, so that

Tµ̃J̃1 = T J̃1 ≤ TJµ ≤ TµJµ = Jµ,

where we have introduced the Bellman equation mappings Tµ : ℜn → ℜn, given by

(TµJ)(i) =

n
∑

j=1

pij
(

µ(i)
)(

g
(

i, µ(i), j
)

+ αJ(j)
)

, J ∈ ℜn, i ∈ S,

and Tµ̃ : ℜn → ℜn, given by

(Tµ̃J)(i) =

n
∑

j=1

pij
(

µ̃(i)
)(

g
(

i, µ̃(i), j
)

+ αJ(j)
)

, J ∈ ℜn, i ∈ S.

By combining the preceding two relations, we obtain

(Tµ̃Jµ)(i) + γ(i) ≤ Jµ(i), i ∈ S, (3.23)

where γ(i) is the number

γ(i) = α

n
∑

j=1

pij
(

µ̃(i)
)

∑

y∈A

φjy r̃(y),

which is nonpositive since r̃ ≤ 0 [cf. Eq. (3.21)]. From Eq. (3.23) it follows, by repeatedly applying Tµ̃ to

both sides, that for all m ≥ 1, we have

(Tm
µ̃ Jµ)(i) + (γ + αγ + · · ·+ αm−1γ) ≤ Jµ(i), i ∈ S,

where

γ = min
i∈S

γ(i),

so that by taking the limit as m → ∞ and using the fact Tm
µ̃ Jµ → Jµ̃, we obtain

Jµ̃(i) ≤ Jµ(i)−
γ

1− α
, i ∈ S.

Thus solving the aggregate problem with V equal to the cost function of a policy yields only an approximate

policy improvement for the original problem, with an approximation error that is bounded by − γ
1−α

.

Let us return now to the policy iteration-like scheme that produces at iteration k an optimal policy

µk+1 of the aggregate problem corresponding to Vk = Jµk . From the preceding analysis it follows that

even if Jµk is computed exactly, this scheme will not produce an optimal policy of the original problem.

Instead, similar to typical approximate policy iteration schemes, the policy cost functions Jµk will oscillate

within an error bound that depends on the aggregation structure (the aggregate states, and the aggregation

and aggregation probabilities); see [BeT96], Section 6.2.2. This suggests that there is potential benefit for

changing the aggregation structure with each iteration, as well as for not solving each aggregate problem

to completion (as in “optimistic” policy iteration; see [BeT96]). Further research may shed some light into

these issues.
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3.4. An Example of Policy Evaluation by Aggregation

We will now consider the use of biased aggregation to evaluate approximately the cost function of a fixed

given policy µ, thus providing an alternative to Monte Carlo simulation as in rollout, or basis function

approximation methods such as TD(λ), LSTD(λ), or LSPE(λ), or neural network-based policy evaluation.

We start with some initial function Ĵ0, and we generate a sequence of functions {Ĵk} that converges to an

approximation of Jµ. The idea is to mix approximate value iterations for the original problem, with low-

dimensional aggregate value iterations, with the aim of approximating Jµ, while bypassing high-dimensional

calculations of order n. This is inspired by the iterative aggregation ideas of Chatelin and Miranker [ChM82]

for solving linear systems of equations, and the adaptive aggregation ideas of Bertsekas and Castanon [BeC89],

but differs in one important respect: in both papers [ChM82] and [BEC89], the aim is to compute Jµ exactly,

so the value iterations should be exact and should involve all states 1, . . . , n; this restricts applicability to

problems where the value of n is modest. By contrast, in our framework the value iterations involve only a

subset of the states, which makes our approach applicable to large-scale problems. The price for this is that

we cannot hope to obtain Jµ exactly. We can only aspire to a “good” approximation of Jµ.

The methodology of the paper [ChM82] is also different in that the aggregation framework is static and

does not change from one iteration to the next. By contrast, similar to the paper [BeC89], the aggregation

framework of this section is adaptive and is changed at the start of each aggregation iteration, with the

aggregate states formed based on magnitude of Bellman equation residuals.

Since we will be dealing with a single policy µ, to simplify notation, we will abbreviate pij
(

µ(i)
)

,

g
(

i, µ(i), j
)

, and Tµ, with pij , g(i, j), and T , respectively. Thus for the purposes of this section, we use the

notation

(TJ)(i) =
n
∑

j=1

pij
(

g(i, j) + αJ(j)
)

, i ∈ S, J ∈ ℜn. (3.24)

We introduce a large sample set of states

Ŝ = {im | m = 1, . . . ,M},

which may remain fixed through the algorithm, or may be redefined at the beginning of each iteration.

At the beginning of iteration k, we have a function Ĵk =
(

Ĵk(1), . . . , Ĵk(n)
)

. We do not assume that

this function is stored in memory, since we do not want to preclude situations where n is very large. Instead

we assume that Ĵk(i) can be calculated for any given state i, when needed. Similar to Subsection 3.2, we

generate and compute the multistep residuals for the sample states

{

Ĵk(i)− (T sk Ĵk)(i) | i ∈ Ŝ
}

, (3.25)

where sk ≥ 1 is an integer. As noted earlier, this is a feasible calculation using the expression (3.24), even

for a large-scale problem, provided the transition probability matrix of µ is sparse (there are “few” nonzero
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probabilities pij for any i). The reason is that (T sk Ĵk)(i) can be calculated with an sk-step DP calculation

as the cost accumulated by the policy µ over sk steps with terminal cost function Ĵk and starting from i. In

particular, to calculate (T sk Ĵk)(i) we need to generate the tree of sk-step transition paths starting from i,

and accumulate the costs along these paths [including Ĵk(j) at the leaf states j of the tree], weighted by the

corresponding probabilities (this is why we need the values of Ĵk at all states j, not just on the states in Ŝ).

Next, as earlier, we divide the range of the residuals (3.25) into disjoint intervals R1, . . . , Rq, and we

group the set of sampled states Ŝ into disjoint nonempty subsets I1, . . . , Iq, where Iℓ is the subset of states

whose residuals fall within the interval Rℓ, ℓ = 1, . . . , q. The aggregate states are the subsets I1, . . . , Iq,

and the disaggregation and aggregation probabilities are formed similar to the preceding subsection [cf. Eqs.

(3.13) and (3.14)].†

To complete the aggregation framework, we specify the bias function to be

Vk(i) = (T sk−1Ĵk)(i), i ∈ Ŝ,

so that

TVk(i) = (T sk Ĵk)(i), i ∈ Ŝ.

We set Ĵk+1 to be the aggregate cost function obtained from the aggregation framework just specified. In

particular, we first solve the aggregate problem, and obtain the vector r̂k, the fixed point of the corresponding

mapping H , cf. Eq. (3.5). This equation in the context of the present section takes the form

(Hr)(ℓ) =

n
∑

i=1

dℓi



(TVk)(i)− Vk(i) + α

n
∑

j=1

pij

q
∑

ℓ=1

φjℓr(ℓ)





=

n
∑

i=1

dℓi



(T sk Ĵk)(i)− (T sk−1Ĵk)(i) + α

n
∑

j=1

pij

q
∑

ℓ=1

φjℓr(ℓ)



 , ℓ = 1, . . . , q,

where the first equality follows from Eq. Eq. (3.5), and the fact that we are dealing with a single policy, so

there is no minimization over u. We do this with either the iterative method (3.16) (without the minimization

† There are a few questions left unanswered here, such as the method to generate the sample states, the selection

of the number of value iterations sk, the selection of aggregation/disaggregation probabilities, etc. Also there are

several variants of the method for forming the aggregate states. For example, the aggregate states may be grouped

based on the values of the single step residuals

{

(T sk−1
Ĵk)(i)− (T sk Ĵk)(i) | i ∈ Ŝ

}

,

rather than the multistep residuals (3.25), and they may be further subdivided based on some state features or

some problem-dependent criterion. We leave these questions aside for the moment, recognizing that to address them

requires experimentation in a variety of problem-dependent contexts.
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over u, since we are dealing with a single policy), or by matrix inversion that computes the fixed point of

the mapping H (which is linear and low-dimensional). We then define the function Ĵk+1 on the sample set

of states by

Ĵk+1(i) = (T sk Ĵk)(i) + α
n
∑

j=1

pij

q
∑

ℓ=1

φjℓr̂k(ℓ), i ∈ Ŝ.

Note that Ĵk+1 is the result of sk value iterations applied to Ĵk, followed by a correction determined from

the solution to the aggregate problem. Proposition 3.2 suggests that it is desirable that ‖Vk −TVk‖ is small.

This in turns indicates that sk should be chosen sufficiently large, to the point where the value iterations

are converging slowly.

The final step before proceeding to the next iteration is to extend the definition of Ĵk+1 from Ŝ to the

entire state space S. One possibility for doing this is through a form of interpolation using some nonnegative

weights

ξji, j ∈ S, i ∈ Ŝ,

with
∑

i∈Ŝ

ξji = 1, j ∈ S, (3.26)

and to define

Ĵk+1(j) =
∑

i∈Ŝ

ξjiĴk+1(i), j ∈ S.

A possible choice is to use the weights

ξji =

q
∑

ℓ=1

φjℓdℓi, j ∈ S, i ∈ Ŝ, (3.27)

which intuitively makes sense and satisfies the normalization condition (3.26) since

∑

i∈Ŝ

ξji =
∑

i∈Ŝ

q
∑

ℓ=1

φjℓdℓi =

q
∑

ℓ=1

φjℓ

∑

i∈Ŝ

dℓi =

q
∑

ℓ=1

φjℓ = 1, j ∈ S.

With this last step the definition Ĵk+1(i) for all states i is complete, and we can proceed to the next iteration.

In the case where the sampled set Ŝ is equal to the entire state space S, this final step is unnecessary. Then the

algorithm becomes very similar to the one of the paper [BeC89]. As discussed in that paper, with appropriate

safeguards, the sequence {Ĵk} is guaranteed to converge to Jµ thanks to the convergence property of the

value iteration algorithm.

Let us finally note that the ideas of this section are applicable and can be extended to the approximate

solution of general contractive linear systems of equations, possibly involving infinite dimensional continuous-

space operators. The aggregation-based algorithm can be viewed as a hierarchical up-and-down sampling

process. Starting with an approximate solution Ĵk defined on the original state space S, we downsample to
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a lower-dimensional state space defined by the sampled set of states Ŝ. We divide this set into aggregate

states/subsets I1, . . . , Iq, and formulate an aggregate problem whose solution

r̂k =
(

r̂1(1), . . . , r̂k(q)
)

,

defines a function Ĵk+1 on the set Ŝ. Finally, Ĵk+1 is upsampled to the original state space using linear

interpolation weights such as those of Eq. (3.27).

4. CONCLUDING REMARKS

In this paper we have proposed a new aggregation framework, which provides a connection with several

successful reinforcement learning approaches, such as rollout algorithms, approximate policy iteration, and

other single and multistep lookahead methods. The key is the use of a bias function, which biases the values

of the aggregate cost function towards their correct levels.

An important issue within our aggregation context is the choice of the bias function V . In this paper,

we have paid some attention to the choice V = Jµ for some base policy µ, which highlighted the connection

with rollout and approximate policy iteration algorithms. On the other hand, V can be any reasonable

approximation to J*, however obtained, including through the use of simulation-based approximation in

value space, and neural networks or other approximation architectures. Another interesting related issue is

the use of multiple bias functions that may be linearly combined with tunable weights to form a single bias

function V . Generally, the choice of V , the formation of the corresponding biased aggregation framework,

and attendant computational experimentation are subjects that require further research.

In this paper, we have focused on discounted problems, but our approach applies to all the major

types of DP problems, including finite horizon, discounted, and stochastic shortest path problems. Of

special interest are deterministic discrete-state problems, which arise in combinatorial optimization. For

such problems, rollout algorithms have been used with success, and have provided substantial improvements

over the heuristics on which they are based. One may try to improve the rollout algorithms for these problems

with the use of biased aggregation.

We finally note that aggregation can be implemented in several different contexts, such as multistage

or distributed aggregation (see Sections 6.5.3, 6.5.4, and [Ber18b], Section 1.2). The idea of introducing a

bias function within these contexts in ways similar to the one of the present paper is straightforward, and is

an interesting subject for further investigation.
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